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ﬁﬂg 3.2 Selected Autocorrelations from Nelson and Plosser

i p(1) p(2) r(1) r(2) a1y d2)
Keal GNP 0.95 0.90 0.34 (.04 0.87 0.66

* Mominal GNP 0.95 (.89 (.44 0.08 093 099
[rdustrial production 0197 0.94 0.03 —0.11 0.84  0.67
Uriemployment rate 075 047 0.0 -0.29 075 .46
e 1. Full details of the correlogram can he oblained from Nelson and Plosser (1982) who repart

Notes:
i the first siz sample autocomelations.
2. Respectively, pli), rif), and &(i} refer to the fth-order autocomrelaiion eocflicient of cach ge-

ries, first difference of the series, and detrended values of the series.

| are generated from DS processes. Nelson and Plosser point out that the positive au-

tocartelation of differenced real and nominal GNP at lag 1 only is suggestive of an
MA(1) process. To further strengthen the argument for DS-generating processes,
recall that differencing a TS process yiclds a noninvertible moving process. Mone
of the differenced series reported by Nelson and Plosser appear to have a unit root

in'the MA terms.
The results from fitting a linear trend to the data and forming sample autocorrela-

* fions of the residuals are shown in the last two columns of the table. An interesting

feature of the data is that the sample autocorrelations of the detrended data are rea-
sonably high. This is eonsistent with the fact that detrending a DS series will not
climinate the nonstationarity. Notice that detrending the unemployment rate has no
effect om the autocorrelations.

Rather than rely solely on an analysis of correlograms, it is possible to formally
test whether a series is difference stationary, We examine such formal tests in the
next chapter. The testing procedure is not as straightforward as it might seem. We
cannot use the usual statistical techniques since classical procedures all presume that
the data are stationary. For now, it suffices to say that Nelson and Plosser aré not
able to reject the null hypothesis that their data are DS. If this view is correct, macro-
economic variables do mot grow at a smooth long-run rate. Some MAacroecoNOMIc
shocks are of a permanent nature; the effects of such shocks are never eliminated.

11. STOCHASTIC TRENDS AND UNIVARIATE
DECOMPOSITIONS

Nelson and Plosser’s (1982) findings suggest that many ccononic fme serics biarve
a stochastic trend and an irregular component. Having obiserved a series, bat ot the
individual components, is there any way to decompose (he series ine the con-
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Table 2.1
Tests for a Unit Root in Selected Financial Series

Series g DF ADF(4) 5% crit value
log share pr  .999 11 007
log int rate 975 . -3.016 -3.113 -2.867
log $US/SF 996 -1.318 ~1.5636 -2 866
log returns .11l -4 7492 ~11.7512 ~2 8657

——

Series are described in section 1. ADF(4) is augmented Dickey Fuller Test with 4

lags.
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Intercept -2.88 —1.95 308
Intercept plus seasonal dummies -2.95 ~2.94 6.57
[ntercept plus seasonal dummies —-3.53 -2.94 6.60

plus time trend

4. EXAMPLES OF THE AUGMENTED DICKEY-FULLER
TEST

The last chapter reviewed the evidence reported by Nelson and Plosser (1982) sug-
éesting that macroeconomic variables are difference stationary rather than trend
stationary. We are now in a position to consider their formal tests of the hypothesis.
For each series under study, Nelson and Plosser estimated the regression:

: p
Ay, =ag +at Yy + E B:‘ﬁ‘y.‘—lﬁ + €
E=l i=2

t The chosen lag lengths are reported in the column labeled p in Table 4.2, The es-
timated values a,, @, and v are reported in columns 3. 4, and 3, respectively.

Table 4.2 Nelson and Plosser’s Tests for Unit Roots
- P g I b T+ 1 :

Real GNP 2 0.319 0.006 —0.175 0.825
(3.03) (3.03) {=2.99) b
Nominal ) toe . 4 0006 -0.101 0.899
GNP (2.37) (2.34) (=2.32) £
Tndustrial 6 0.103 0.007 —0.165 0.835 .
production {4.32) (2.44) {—2.53) K-
Unemployment 4 0.513 —0.000 —0.294* 0.706 -
rate {(2.81) (—0.23) (—3.55) L

Notes: 1. p is the chosen lag length. Coefficients divided by their standard errors are in parentheses.
Thus, entries in parentheses represent the -test for the nuil hypothesis that a coefficient is i
equal to zero, Under the null of nonstationary, it is necessary 1w use the Diickey~Fuller criti- :
cal values. At the 0.05 significance level, the critical value for the r-statistic is —3.45. -

3. An asterisk (*) denotes significance at the 0,05 level. For real and nominal GNP and indus- .
wrial production, it is not possible to reject the null 7= 0 at the 0.05 level. Hence. the unem- '
ployment rate appears 10 be stationary.

3. The expression ¢+ 1 is the sstimate of the partial autocorrelation between v, and V.,

g i s e e g LY
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TABLE B.5
Critical Values for the Phillips-Perron Z, Test and for the Dickey-Fuller Test
Based on Estimated OLS Autoregressive Coefficient

—

Sarmple FProbability that T(p — 1) is less than enery
size — e o
T 0.01  0.025 005 010 09 095 0975 099

. Case 1 e
25 -119 -93 =73 ~53 101 140 179 228
50 -12.9 -99 -77 -55 097 135 170 21§
100 -133 -102 —79 -56 095 131 165  2.09
250 -136 -103 -80 —57 093 128 162  2.04 s |
500 -137 -10.4 —80 —57 083 128 161  2.04 %
w  —13.8 —10.5 -81 =-57 083 128 ‘160 2.3

Case 2
25 —172 -146 —12.5 —102 -076 001  0.65 140
50 -189 —157 —-133 -107 -0.81 -0.07 053 . L2
100 —19.8 -16.3 -13.7 -11.0 —08 ~0.10 047 1.4
250 —203 —16.6 —14.0 -11.2 -084 —012 043 100
500 —205 —168 —140 —112 -084 —0I3 042 106
w  -207 —169 -141 -—1L3 -085 —013 041 104
Case 4

95 —225 —199 —17.9 —156 —3.66 —2.51 —153 —0.43
0 —257 -224 —198 —168 -390 —2.60 —166 -—0.65

1 -274 =236 -207 175 =374 242 173 =075

250 —28.4 —244 -3 -1B0 -375 -264 1798 -0.82

500 —-289 —248% ~215 -181 -376 2465 178 -0.84
- —20.5 -—251 ~21.8 -183 -3.77 -~2166 -179 ~-087
The probability showa at the head of the column is the area in the lefi-hand il

Sourge: Wayne A, Fuller, Infroduction to Statistical Time Series, Wiley, New York, 1976, p. 371.
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8.5 NONSTATIONARY TIME SERIES 373
Table 8.5.2. Empirical cumulative distribution of 7 for p=1
, Probability of a Smaller Value f?l 4
Sample Size - e ;
n ©001 0025 005 010 030 095 0975 099
il 25 —266 —226 —195 —160 09 133 170 2.16
Y 50 —262 -225 —195 —161 091 13 1.66 2.08
| S_J\E&p"’}w\ 100 ~260 —224 ~195 —1.61 090 129  1.64 2.08
_,,1'1-’\ 250 —2.58° ~223  -1.95 —162 089 129  1.63 2.01
(o 500 —258 —223 —195 -162 089 128 162 200 .
) Vo —-258 -223  ~195 —162 089 128  L62 2.00
T 2
£ 25 ~375 —333 300 —263 ~037 000 034 0,72
LS ., 50 —3.58 322 -293 -260 -040 -003 029 0.66
'\3“ 47100 ~351 —3.17 -2.89 —258 —042 —005 026 063
250 —346 —314 —288 —257 -042 -006 024 0.62
500 —344 -3.13 287 -257 -043 —007 024 0.61
o0 —343 =312 © -286 —-257 -044 -007 023 0.60
T,
Suo o328 ~438 —395 —3.60 —324 —114 —080 —-050 ~-015
W 50 ~4.15 —3.80 -350 -3108 119 -087 —058 -—024
Yoo 100 ~404 —373 -345 —315 -122 —09 -—0.62 —028
3 250 ~399 —369 343 -—313 —123 —092 —064 —03]
i 500 ~398 -3.68 -342 -313 -124 —093 —065 _ —032
w0 -39 -—3.66 —34] —312 -125 —09% —066 —033
This table was constructed by David A, Dickey uwsing the Monte Carlo method,
Dietails are given in Dickey (1975). Standard errurs of the estimates vary, but most are
less than 0.02.
To extend the results for the first order process with p=1 to the pth
order autoregressive process, we consider the lime series
I
Y= 2 Z r=1,2,..., (8.5.11)
i=1

where {Z,:r£(0, 1,22, ...)} is a (p— 1) order autoregressive time series
with the representation

B
Z.f + E “f‘Z: S E.'='

=2

(8.5.12)

pr ol
lows




